
Confidence Intervals (Cont.)

– Normal 2-sided for Quantile (β)

– Normal 1-sided for Quantile (β)
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Presentation Notes
The “2” in k2 = 2-sided, the “1” in k1 = 1-sided.  These are tricky to calculate and thus most commercial programs don’t do it.b = desired quantile.Later will show that the upper limits here are the same as those for upper tolerance limits with coverage b.



Normal 2-sided Confidence 
Intervals for Quantiles
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Given desired β must first solve bottom equation for r (requires 
iteration) and then given r and a desired α must solve top 
equations to obtain the k2 coefficients.

Presenter
Presentation Notes
How the k2 is calculated, which requires iteration.  EDuStats uses EXCEL’s  Solver function to do this.Note chi-square distribution value – EXCEL comes with standard function for this.The F indicates cumulative standard normal distribution function, which also comes standard with EXCEL.



Normal 1-sided Confidence 
Intervals for Quantiles

Noncentral t Distribution
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Presenter
Presentation Notes
EXCEL doesn’t have a standard function for the non-central t distribution.  EDuStats does.  Not many other programs do this.



Illustration – Normal 2-sided 
Confidence Interval for 0.95 Quantile

Thus, given that the data represent a random sample from a 
normal population, we can state that with 95% confidence the 
interval 73.6 – 99.2 contains the 95th Percentile of the population 
(on average, 95 out of 100 such random interval realizations 
would contain β).
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Presenter
Presentation Notes
Hand calculation illustration.Always provide statement so students will understand exactly what it means.  Discuss what “realization” means – very important concept.
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Confidence Intervals (Cont.)

		Normal 2-sided for Quantile (b)







		Normal 1-sided for Quantile (b)





The “2” in k2 = 2-sided, the “1” in k1 = 1-sided.  These are tricky to calculate and thus most commercial programs don’t do it.



b = desired quantile.



Later will show that the upper limits here are the same as those for upper tolerance limits with coverage b.















Normal 2-sided Confidence Intervals for Quantiles





Given desired  must first solve bottom equation for r (requires iteration) and then given r and a desired  must solve top equations to obtain the k2 coefficients.



How the k2 is calculated, which requires iteration.  EDuStats uses EXCEL’s  Solver function to do this.



Note chi-square distribution value – EXCEL comes with standard function for this.



The F indicates cumulative standard normal distribution function, which also comes standard with EXCEL.















Normal 1-sided Confidence Intervals for Quantiles





Noncentral t Distribution



EXCEL doesn’t have a standard function for the non-central t distribution.  EDuStats does.  Not many other programs do this.













Illustration – Normal 2-sided Confidence Interval for 0.95 Quantile





Thus, given that the data represent a random sample from a normal population, we can state that with 95% confidence the interval 73.6 – 99.2 contains the 95th Percentile of the population (on average, 95 out of 100 such random interval realizations would contain b). 



Hand calculation illustration.



Always provide statement so students will understand exactly what it means.  Discuss what “realization” means – very important concept.
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